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Abstract

This study investigates the role of information rai@ offices (public credit registries and
private credit bureaus) in reducing market powerfifmancial access in the African banking
industry. The empirical evidence is based on a lpain&62 banks from 42 countries for the
period 2001-2011. Three simultaneity-robust emoplirstrategies are employed, namely: (i)
Two Stage Least Squares with Fixed Effects in mtdeaccount for simultaneity and the
observed heterogeneity; (i) Generalised Method Mdments (GMM) to control for
simultaneity and time-invariant omitted variablesd giii) Instrumental Variable Quantile
regressions to account for simultaneity and inlgakls of financial access. In order to ensure
that information sharing offices influence markeiver for loan price (quantity) to decrease
(increase), public credit registries should havevben 3.156% and 3.3% coverage, while
private credit bureaus should have between 1.44B1&814% coverage. The established
thresholds are cut-off points at which informatisimring offices completely neutralise the
negative effect of market power on financial accddse thresholds are contingent on the
dimension (loan price versus loan quantity) andtriistion (conditional mean versus

conditional distribution) of financial access.
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1. Introduction

This inquiry assesses if information sharing @$dprivate credit bureaus and public
credit registries) play their theoretical role eflucing market power for financial access in
the African banking industry. There are four maiotivations for the positioning of the
inquiry: African financial institutions are charagsed with surplus liquidity whereas
economic operators have limited financial accesxé€8§aard, 2006; Fouda, 2009; Asongu,
2014, p.70); the interaction of information and keampower is essential in understanding the
distribution of prices and quantities that leadetmnomic equilibriums (see Bergemanny et
al., 2015); recent empirical evidence on the nebetsveen information sharing offices and
market power show that the latter, for the most,gaave not significantly influenced the
former (see Boateng et al., 2016) and contempdit@nature has concluded that financial
institutions may be abusing their market power iideo to enjoy a ‘quiet lifé" instead of
increasing financial access (Asongu et al., 2016a).

This inquiry is particularly relevant to policy deuse information sharing offices were
introduced across Africa, during the past decadeprder to increase financial access by
mitigating information asymmetry between lendersl dorrowers in the banking sector,
stimulating interbank competition and reducing neangower. The findings are therefore to
inform policy makers on initiatives that can be dise effectively reduce the market power
enjoyed by big banks which often translates ineséhbanks setting prices far above marginal
costs. Increasing financial access is importantabse it provides small businesses and
households with the possibility of capitalising orobilised resources to ultimately boost
investment, productivity and economic consumptiwhich eventually culminates in higher
economic prosperity and employment.

Noticeably, this study complements a recent strasfd literature which is
fundamentally motivated by the issue of whether tigncial institutions in the African
banking industry have been exploiting informatidrasng offices to increase their market
power to the detriment of enhanced financial ac¢sss Triki & Gajigo, 2014; Barth et al.,
2009; Tchamyou & Asongu, 2016). Unfortunately, thmeerlying literature has been based

on indirect policy inferences because an indicatomarket power has not been directly

! The Quiet Life Hypothesis (QLH) is a postulatitvat, banks with substantial market power wouldestless
in pursuing intermediation efficiency and enhancfimg@ncial access. According to the hypothesisteimd of
using their favourable market position to decragaseprices of loans and/or increase the quantitgars, such
banks tend to exploit such ‘market power’ in ortteiincrease their gains or enjoy a ‘quiet life’ (€Corese &
Pellecchia, 2010).
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engaged. This inquiry therefore complements exjsstudies by directly engaging how
information sharing offices interact with marketws to influence financial access in the
African banking industry.

Apart from the need to address a gap in the ektarature, stylized facts accord with
the need to engage such an investigation in Affiea. instance, Ariss (2010, p. 766) has
stated thatdeveloping countries provide a fertile laboratooyexamine issues of competition
because they are engaged in a process of deregujabiank privatization and financial
liberalization, while the industry is witnessing maonsolidatiof. Moreover, according to
Luoto et al. (2007, p. 313)n many developing countries, credit informatiosteyns are still
in their infancy, and information sharing amongdens remains wedkThe authors further
maintain that Africa remains the region of the world with the dealeveloped credit
information systenig2007, p. 315).

The empirical evidence in this study is based opaael of 162 banks from 42
countries for the period 2001-2011; we use GersadliMethod of Moments (GMM) to
control for simultaneity and time-invariant omittedriables; Two Stage Least Squares to
control for simultaneity and the observed hetereggnand Quantile regressions to control
for initial levels of financial access and the usetved heterogeneity.

Our study introduces the notion of thresholds, clwhare particularly relevant for
informing policy. In essence, policy is better imfed if cut-off points at which information
sharing offices completely neutralise the negagiffect of market power on financial access
can be established. Above these thresholds, infmmaharing offices can interact with
market power to enhance financial access. The ptioceand definition of thresholds is
consistent with Cummins (2000) that a certain stagénguage proficiency needs to be
attained, before advantages in another languagéeamjoyed. Furthermore, the concept of
thresholds is also consistent with the theory dfced mass that is substantially documented
in the economic development literature (see Rdlewaverman, 2001; Ashraf & Galor,
2013). A contemporary application of the notiontlafeshold or critical mass theory from
interactive empirical specifications can be foundBatuo (2015). In essence, within the
framework of this inquiry, the notion of threshasdsimilar to: critical masses for appealing
effects (Batuo, 2015; Roller & Waverman, 2001); thenimum requirement for reaping
expected effects (Cummins, 2000) and the requiré&rfen Kuznets and U shapes (Ashraf &
Galor, 2013).



The rest of the paper is organised in the followingnner. In section 2 we discuss
theoretical underpinnings and the relevant liteatiata and methodology are covered in
Section 3, while Section 4 presents the empiriealits. Section 5 concludes with future

research directions.

2. Theoretical underpinnings and related literature

During the past decade, information sharing offiteave been introduced across

Africa in order to increase financial access (seedt al., 2011; Boateng et al., 2016). Such
information sharing offices are theoretically exjgelcto mitigate information asymmetry
between borrowers and lenders; boost interbank ettigm and reduce the market power
enjoyed by big banks in the industry. While theotietical framework of this inquiry is
particularly concerned with the third effect of anfhation sharing, the others also
complement the ultimate goal of increasing finahacxess.
In essence, the theoretical relationship betweéornmation sharing and market power is
founded on the anticipation that information shgrieduces informational rents previously
enjoyed by big banks and hence, increases interb@amipetition by making the credit market
more contestable (see Jappelli & Pagano, 2002mblely, information sharing offices act as
market brokers by enabling enhanced competitiorifedit, reduced constraints to credit and
efficiency in the transformation of mobilised resms into credit for economic operators.
These underpinnings for the most part are in aececure with theoretical literature on the
relationship between market power and informatsme (Bergemanny et al., 2015)

According to Bergemanny et al. (2015), the consuca@ exercise market power by
strategically changing the quantity he/she demandwsder to influence the demand curve
and market price. A producer can also strategi¢aflyence the supply curve and thereby the
market price by determining the quantity of comntiedi he/she supplies at a given point in
time. It follows that price and quantity effect® alosely associated with market power since
prices respond to both consumer demand shifts aoduper supply shifts. From the
consumer’'s point of view, marker power is assodiat@th inefficiency because the
consumer’s marginal value is greater than the mapkige. In the same vein, from a
producer’s perspective, when the marginal costrofipction is substantially lower than the
supply price, considerable gain is made.

Since the ability of consumers and producers tegda such inefficiencies builds on

information asymmetry in the market, informationaghg is important in curbing the
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underlying inefficiencies. It follows that the egere of market power fundamentally builds
on the presence of information asymmetry. This rigcal background aligns with the
positioning of our study from two angles. On the dvand, we measure market power in the
banking sector as the rate at which prices aralsete marginal cost. On the other hand,
information sharing offices have a fundamental rrs®f decreasing information asymmetry
that limits financial access. Furthermore, credibimation systems are intuitively expected
to have significant effects on market power becansaopolistic features of large financial
institutions become hard to conceal owing to therdasing transparency and availability of
previously privileged information and also a redwretin informational rents.

Over the past three decades, the concern abouetraolver and financial access has
been at the heart of scholarly and policy discai(Sewnsend, 1979; Stiglitz & Weiss, 1981,
Aghion & Bolton, 1992; Neven & Roller, 1999; Maudb Fernandez de Guevara, 2007;
Boateng et al., 2016). Such interest is considgratativated by the inefficient externalities
of market power in the banking sector, notably, losses in economic and social welfare
(Maudo & Fernandez de Guevara, 2007).

The literature is consistent with the positiontthaarket power is associated with
lower economic prosperity, lower saving and invesiilevels and higher financial
intermediation cost (see Stiglitz & Weiss, 198lamkov et al., 2007). Given the negative
development consequence of market power, both dewve) and developed countries have
been tailoring policies towards reducing informat@symmetry and enhancing competition
in the banking sector. A notable reform within tHramework in the African financial
industry has been the liberalisation of the banlsegtor, a policy led by the World Bank and
International Monetary Fund (IMF).

Moreover, there is a growing realisation by mamgdiag institutions on the continent
that credit information systems are also essembialincreasing financial access. Such a
realisation aligns with dominant power theories coédit that have been advanced and
formalised in scholarly circles (see Townsend, 19¥&fee & Russell, 1976; Stiglitz &
Weiss, 1981; Aghion & Bolton, 1992; Hart & Moore9Q). According to these theories of
credit, two main characteristics affect the levemwdnich financial systems grant credit to

individuals and firms, namely: information and f@ver of creditors i.e., their market power.



More contemporary literature suggests that comptrdilg banks, smaller banks are
linked to lower margins of interest (see Beck & $#s2006; Ahokpossi, 2023)This is a
paradox because, banks with greater market poweexgected to be associated with lower
interest margins because of the economies of sitedg enjoy (internal and external
advantages). Unfortunately, instead of increasiogess to finance, big banks have been
documented to reflect more financial allocationfiiceency (Mitchell & Onvural, 1996).
Three main points have been advanced to elucitiagaradox. Firstly, larger banks may be
more concerned about enjoying a ‘quiet life’ thathvincreasing financial access (Mitchell &
Onvural, 1996). Secondly, bigger banks are notusketly associated with economies of
scale and could also be linked with considerabieainomies of scale, which engender
inefficiencies in terms of poor organisation, capaion and management (Berger et al.,
1987; Noulas et al., 1990; Mester, 1992; Clark,6t9array & Chichti, 2013). Finally, big
banks could be using information sharing officesnicrease their profit margin8fown &
Zehnder, 2010; Boateng et al., 2016).

In spite of the perceived advantages that are dinke the introduction of credit
information services across Africa, a recent stredimanking literature shows that big banks
are continuing to take advantage of their posittonsnjoy a ‘quiet life’ Boateng et al., 2016;

Tchamyou & Asongu, 2016

3. Data and Methodology

3.1 Data

This study investigates a panel of 162 banks wéia drom 42 countries for the period 2001-

2011. The data has been sourced from Bankscop&Vamdi Development Indicators. The

periodicity, number of countries and banks are thas® data availability constraints. It is

important to note that data on information sharggnly available from the year 2011.
Consistent with recent literature (Ariss, 2010aRmg et al., 2016), we use the Lerner

Index to measure market power. The index takesantmunt the degree to which banks set

prices above marginal costs. Hence, a higher imtgies more market power. We discuss

the steps to be followed to compute the index egatgr detail in Section 3.1.1. Private credit

bureaus and public credit registries have been asedproxy for information sharing offices

? Consistent with Beck and Hesse (2006, p.1), the sf a bank considerably affects variations inithierest
rate margins/spreads in the banking sector. N@i@il8ab) has shown that in Kenya, compared to dvaalks,
big banks are associated with higher cost of lodMweover, in Sub-Saharan Africa (SSA), policieatthre
designed to reduce market competition and incred@sebank competition contribute towards reduciniggiiest
margins (Ahokpossi (2013, p.1).
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(see Djankov et al., 2007; Triki & Gajigo, 2014pdn price and loan quantity effects (which
are dependent variables) are measured respecthaelyprice charged on loansand
‘logarithms of loans(Coccorese & Pellecchia , 2010; Asongu & Le Ro2&16).

Three sets of control variables are adopted, hotabmarket-related features
(Population density, Inflation and GDP per capitavgh); bank-oriented characteristics
(Deposit/Assets and Bank branches) and the unaisdreterogeneity such agompliance
with Sharia finance(Non-Islamic versus (vs) Islamic); size (large gsall) and ownership
(foreign vs. domestic). The choice of these cdniesiables is in accordance with recent
literature on financial access in the African bawgkindustry (see Asongu & Le Roux, 2016;
Boateng et al., 2016).

We provide hypotheses on the signs that we woyp@eto find on analysis of the data.
Firstly, with respect to market-oriented charasts, the following can be anticipated:

» GDP per capita (which accounts for fluctuationghi@ business cycle) is anticipated to
positively affect the quantity of loans. The expekisign for the price of loans is
difficult to establish because it depends on mar&epansion and dynamism.
However, decreasing GDP per capita can affect bz#th price and loan quantity,
owing to decreasing demand. A negative effect iscipated from GDP per capita
because it has been decreasing over the past deveidg to the population growing
more proportionately than GDP.

* Population density is expected to influence botipedelent variables positively,
essentially because a growing demand for loangategh population density is also
likely to positively affect the price of loans.

» Inflation should intuitively increase (decrease)e tiprice (quantity) of loans.
Accordingly, since less investment (and therefoenlquantity) is likely in periods of
economic uncertainty (e.g. chaotic inflation), greece of loans (or interest changed) is
adjusted for inflation. It is important to note thavestors have been documented to
prefer investing in economic environments thatlass ambiguous (see Kelsey & Le
Roux, 2016; Le Roux & Kelsey, 2016).

Secondly, with regard to the bank-related chareties, the following can be expected:

* Intuitively, while the number of bank branches hgwositive influence on the quantity
of loans, it has a negative effect on loan prices.

» The ‘deposit to asset’ ratio is expected to boadh kihe price and the quantity of

loans. This is essentially because mobilised dépasé the main source of financing
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for banks. Therefore a greater proportion of ddapasi liquid liabilities can boost

loan quantity and/or margins in interest rate, gitleat good organisation is essential

for adequate management and effective mobilisatfamderlying bank resources.
Thirdly, expected signs from dummy variables used cbntrol for the unobserved
heterogeneity are difficult to establish. In partar, we note that:

* Banks, irrespective of size (small vs. big), canlibked to both negative and
positive impacts accruing from loan dynamics, tHob@nks with substantial
sizes could comparatively be more associated wittordination and
management concerns connected with bank size. Meretackling apparent
challenges that are inherently associated withirtheeasing size of banks is
also a source of inefficiency, given concerns thay be encountered with the
resolution of conflicts connected to customer regaents and needs.

« Similarly, the incidences of ownership heterogegndfbreign vs. domestic
banks) and compliance with Sharia finance (Islawsc Non-Islamic) are
contingent on a variety of characteristics such stgffs’ capacities in
organisation, market expansion and market dynamism.

A tabular synthesis of expected signs from the robntariables can be found in
Appendix 1, while Appendix 2 provides the definftgand sources of variables. Appendix 3

and Appendix 4 provide the summary statistics andetation matrix, respectively.

3.2 Methodology
3.2.1 Estimation of Market Power (Lerner Index)
We employ the stochastic frontier model in estimgtihe Lerner Index for market power.
The employment of the approach is consistent witith bcontemporary (Coccorese &
Pellecchia, 2010; Boateng et al., 2016) and nonetoporary (Battese & Coelli, 1992)
literatures. According to Coccorese and Pellec¢h@d0), this estimation approach is more
efficient when compared to other modelling techegjuhat are based on deterministic
frontiers (see Farrell, 1957; Aigner & Chu, 1968he adopted modelling approach controls
for the possibility that, in addition to inefficiep in businesses, variations between the
frontier outcome and the observed output could dse8 on factors like measurement errors
and stochastic shocks.

We assume that for firm at timet, production costs depend on input prices)(

output (Q), a random error\) and inefficiency (). If the corresponding random error
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inefficiency terms are identically and independertistributed (iid), then the logarithmic

specification reflecting the cost function can lexbbsed as follows:

INC; = f(Q W) +v, +u, ’ 1)

where, the error term and non-negative inefficiebeyns are iid, and follow a normal
distribution and a truncated normal distributioegpectively. Therefore, while the random
error v, ~ N(0,0,?), the term that captures inefficiencyu, ~ N(u«,0,2).

Cost is then modelled with a translog cost functiiat encompasses three inputs and one
output. The translog cost function which was pregos by
Christensen et al. (1971) and extended by Browal.€t1979) to a multiproduct framework
has been considerably used in contemporary embpiiieeature (see Koetter & Vins, 2008;
Ariss, 2010; Coccorese & Pellecchia, 2010; Boatstrgy., 2016).

The cost function is as follows:

3 3 3
InC, =a,+a,InQ, +Zah InW,, +%{UQQ(In Q,)? +Z Zahk In W, Ianit}
h=1

h=1 k=1

: (@)

where,i =1,....,N and t=1,...T, are subscripts indicating banks and time, resypagti

3
+ Z Aon INQy INWy, +v, + U,
h=1

C denotes the total costQ represents the outpudy, entails factor prices, while, andv,

are the error and inefficiency terms respectively.

Three inputs and one output are specified in otdezstimate the cost in a realistic
manner. The total operating cost is measured \kghfollowing variables: price of labour;
price of capital; output by total assets; inputsy price of deposits and total operating cost
measured with overhedds
As shown in Eq. (4), the Lerner index is then cotagurom the price and marginal cost.
While the ‘marginal cost’ is obtained from the auttpf a translog cost function (see Eg. (3)),
the ‘price’ denotes the price that banks chargéem output or total assets. It is calculated as

the ratio of total revenues (net interest inconus plon-interest income) to total assets.

% The deposit price is obtained by dividing interespenses with the sum of deposits, short terrmieglus
money market. The price of labor is defined ag#ti® of personnel expenses to total assets. Tibe pf capital
is equal to the ratio of ‘other operating coststhe value of fixed assets.
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dC, _dInC,(C,) [ 3 jc.
MC, =—" = o=l a, +ay0INQ, + ) ag, InW,, |[—-
' 0Q, Q@) ¢ T 2 o 11 W Q 3)
P, - MC,
LERNER, = L —~1t
R @)

where, P, is the price that a bank charges on its outpumFa theoretical perspective, the

Lerner index ranges from 0O (signifying a markethwperfect competition) and 1 (signifying a

perfect monopoly).

3.2 2 Instrumentation and Two Stage Least Squatasations

Three simultaneity-robust empirical strategies ased, namely: Two Stage Least
Squares in order to account for simultaneity anel abserved heterogeneity; Generalised
Method of Moments (GMM) to control for simultaneiéyd time-invariant omitted variables
and Instrumental Variable (IV)Quantile regressions to account for initial leveidinancial
access. The employment of multiple estimation aggies for the purposes of robustness is
in accordance with recent literature on financiedess (see Asongu & Nwachukwu, 2016a;
Boateng et al., 2016).

The concern about simultaneity (in endogeneityYackled by instrumenting the
private credit bureaus, public credit registriesl anarket power on their first lags. For
example, the process of instrumenting public crestjistries can be seen in Eq. (5) below.

PCR, =a+4,(PCR.,)+5, | (5)

where, PCR ,, is the public credit registries indicator of bankt periodt, a is a constant,
PCR ., represents public credit registries in bankt periodt-1, and ¢, is the error
term.

The instrumentation process in Eq. (5) which gicated for private credit bureaus
and the Lerner index consists of regressing pudsidit registries on their first lags and then
saving the fitted values which are then employedhasindependent variables of interest in
the Two Stages Least Squares and Quantile regnsssi®he specifications are
Heteroscedasticity and Autocorrelation ConsisteiAQ) in terms of standard errors.

The Two Stage Least Squares with Fixed Effegsasented in Eq. (6) below.

* Throughout the study, we employ ‘Instrumental’ Andtrumental Variable’ interchangeably. Thissimply
for the ease of communication.
10



5
LQ, =0,+0,ISQ, +0,MP, +d,Intey, +> wW,; , +17, +&, , (6)
h=1

where, LQ;, is Loan quantity of bank at periodt, 0 is a constantISO represents

information sharing offices (public credit regissior private credit bureaus))P denotes
Market Power or the Lerner indekjter is the interaction between ISO and MK. captures
the vector of control variables GDP per capita growth, Inflation, Population densit

Deposit/AssetsBank Branche$) 7, is the bank-specific effectsSihall banks, Domestic

banksandlslamic bankyand¢;, is the error term.

3.2.3Generalised Method of Moments: specification, idieation and exclusion restrictions

The adoption of the Generalised Method of Momd@KM) is motivated by five
main reasons, while the first-two constitute basomditions for the employment of the
strategy; the other three represent associateditatyes.
Firstly, the estimation approach controls for p&esice in loan price and quantity, since the
rule of thumb or information criterion needed tonfion persistence in the two financial
access variables is met. Accordingly, the corretabetween loan quantity and loan price and
their first lags are respectively 0.996 and 0.84bich are higher than the required 0.800 rule
of thumb threshold.
Secondly, the N>T criterion for the GMM approachaiso met because we have 162 banks
for an 11 year span. Hence, the number of crossosscis substantially higher than the
number of time series in each cross section. Maedhis estimation strategy accounts for
endogeneity by controlling for simultaneity in d&fle regressors and accounting for time-
invariant omitted variables in order to control fbe unobserved heterogeneity.
In addition, the system estimator tackles inhebgstes that are associated with the difference
estimator. Finally, cross-country differences aeket into account by the approach
essentially because GMM exclusively deals with pda&a structures.

As documented by Bond et al. (2001), Hystemestimator (see Arellano & Bond,
1995; Blundell & Bond, 1991) has better estimatijoroperties when compared to the
differenceestimator (Arellano & Bond, 1991), because it addes the concerns of small
sample biases that are associated withdtfierenceestimator. In this study, we adopt an
extension of Arellano and Bover (1995) by Roodm2@00ab). Instead of employing first
differences as instruments, the extension adoptsafd orthogonal deviations which have
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been established in prior literature to limit ovwentification and restrict instrument
proliferation (see Baltagi, 2008; Love & Zicchir)06). Atwo-stepprocedure is adopted in
place of theone-steprocess in order to correct for heteroscedasticity

Equations (7) and (8), represent level and firffiedtnce estimation procedures for
loan quantity, respectively.

5
LQI,t = 0-0 +01LQI,t—T +02|SQ,t +03Mpi,t +0-4Inte{,t +25hvvh,i,t—r +I7i +<tt +£i,t’ (7)

h=1
LQ|,t - LQl,t—r =0, +01(LQ|,t—r - LQ| ,t—2r) +02(ISQ,t - lSQ,t—r) +03(Mpi,t - MPi,t—r)

+ 0’4(|”teh - |”tef,t-r) + ié—h(\/\{n -7 _\Mj,t—zr) + (<(t - <(t—r) t& i ’ ®

where, 7 represents the coefficient of auto-regression gnds the time-specific constant.

Equations (7) and (8) are replicated using the sageessors, when the dependent variable is
loan price.

Clearly articulating exclusion and identificatiogstrictions is paramount for a sound
GMM specification. In accordance with recent GMMeiature with forward orthogonal
deviations, all explanatory indicators are con®deras suspected endogenous or
predetermined variables whereas time-invariant teshitindicators are acknowledged to
exhibit strict exogeneity (see Asongu & Nwachukw®016a). The identification condition
builds on the intuition that it is unfeasible fazars or time-invariant omitted indicators to be
first-differenced endogenous (Roodman, 2009b). dfoee, the process for treatimgstyle
(years) is ‘iv(years, eq(diff))’ while thgmmstylas used for predetermined variables.

In the light of the above, years (which are ackieolged to be strictly exogenous)
affect financial access exclusively through predeieed variables. Furthermore, the
statistical validity of the exclusion restriction @xamined with the Difference in Hansen Test
(DHT) for instrument exogeneity. It is important tete that failure to reject the null
hypothesis of this test is an indication that theetinvariant omitted variables elicit financial
access exclusively via the predetermined varialblesice, while for a standard 1V approach,
rejecting the null hypothesis of the Sargan Ovaertifigng Restrictions (OIR) test implies that
the instruments explain the financial access beybadsuspected endogenous variables (see
Beck et al., 2003; Asongu & Nwachukwu, 2016b), wite GMM approach, the DHT is used

as the information criterion needed to examineinfetinvariant omitted variables exhibit
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strict exogeneity. In the results that are reporte®ection 4, this assumption of exclusion
restriction is confirmed, if the null hypothesistbeé DHT corresponding to IV (year, eq(diff))
is not rejected.

3.2.4 Instrumental Quantile regressions

The modelling approaches covered above are basemhean values of financial
access. Unfortunately, only exclusively blanket igpes can be obtained from such
estimations. Furthermore, the corresponding blapkéties may be ineffective unless they
are contingent on initial levels of financial accesnd varyingly specified across banks
corresponding to low, intermediate and high levefsfinancial access. This issue of
modelling exclusively at the conditional mean afafncial access is addressed with the
Quantile Regressions (QR) estimation approach which enabiiesinquiry to assess the
relationships throughout the conditional distribas of financial access (see Keonker &
Hallock, 2001; Billger & Goel, 2009; Okada & Sanfre2012). Such a technique has recently
been employed to investigate the nexus betweemnnnafiion asymmetry and financial access
(see Asongu et al., 2016b).

Mindful of the above points, studies that assesamrmimpacts with Ordinary Least
Squares (OLS) are essentially based on the assamgitinormally distributed error terms.
Such an assumption is not valid with the QR apgroltoreover, the approach which enables
an investigation of parameter estimates at mulgg@ants of the conditional distribution of
financial access is robust in the presence ofagtlisee Koenker & Bassett, 1978).

The 6™ quintile estimator of financial access is obtairBdsolving the following

optimization problem, which is presented withoubstripts for simplicity in Eq. (9)

min 20y=xA* 2 00y -xh|

i |y>>ap i Iy>)0,8 (9)

where, HD(O,l). Contrary to OLS that is fundamentally based omimizing the sum of
squared residuals, with QR, it is the weighted siimbsolute deviations that is minimised.
For example, the J50r 90" quintiles (with §=0.25 or 0.90 respectively) are examined by
approximately weighing the residuals. The condaiaquintile of financial access gr given

X is:

Qy(6/xi) = xife, (10)
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where, unique slope parameters are modelled fdr 84cspecific quintile. This formulation

is analogous tcE (y / x) = xi'8 in the OLS slope where parameters are examinedatrihe
mean of the conditional distribution of financiakcass. In Eq. (10), the dependent variaple

is the financial access whibe contains a constant terpuyblic credit registries, private credit
bureaus, market power, GDP per capita growth, Iidla, Population density,
Deposit/Assets, Bank branches, Small banks, DorrteestiksandlIslamic banks

4. Empirical results

Table 1 presents the GMM findings and Tables 2-@asthe results corresponding to the
Quantile regressions. Consistent differences imeased coefficients between Two Stage
Least Squares and quintiles (in terms of sign,isoggmce and magnitude of significance)
justify the relevance of the Quantile regressiampieical strategy adopted in our study.

In Table 1, there are four specifications corresjpoy to each financial access
variable: two on private credit bureaus and twopaomblic credit registries. Either ‘public
credit registries’ or ‘private credit bureaus’ sieation has two sub-specifications, one
corresponding to a full sample and another reltepartial sample. The full sample is from
2001-2011, while the partial sample is from 200320

There are two motivations for adopting the padeinple. Firstly, it enables this study
to limit the proliferation of instruments or restriover-identification since T (time) is
reduced. Secondly, data on private credit bureadablic credit registries for the most part
is available from the year 2005. Four principabimhation criteria are employed to assess the
validity of the GMM model with forward orthogonakdations. The findings are discussed

based on these information criteria.

5 “First, the null hypothesis of the second-order /are and Bond autocorrelation test (AR(2)) in diéfece for the absence
of autocorrelation in the residuals should not kegected. Second the Sargan and Hansen over-idetitfn restrictions
(OIR) tests should not be significant because theit hypotheses are the positions that instrumenrts valid or not
correlated with the error terms. In essence, while 8argan OIR test is not robust but not weakenebhdiyuments, the
Hansen OIR is robust but weakened by instrumentsder to restrict identification or limit the priéération of instruments,
we have ensured that instruments are lower than timeber of cross-sections in most specificationstdTtie Difference in
Hansen Test (DHT) for exogeneity of instrumentdse employed to assess the validity of results filee Hansen OIR test.
Fourth, a Fischer test for the joint validity oftiesated coefficients is also providg@dsongu & De Moor, 2016, p.9).

14



Table 1: Financial access effects of reducing market power with information sharing

Public Credit Registries

Dependent variable: Financial Access

Loan Price Effects
Private Credit Bureaus

L oan Quantity Effects
Public Credit Registries

Private Credit Bureaus

(PCR) (PCB) (PCR) (PCB)
Full Sample  Partial Full Partial Full Sample Partial Full Partial
Sample Sample Sample Sample Sample Sample
Constant 0.038*** 0.010 0.044*** 0.305%** 0.226%** 0.146* 0.300*** -0.305
(0.001) (0.860) (0.000) (0.001) (0.000) (0.052) (0.000) (0.156)
Price of Loans (-1) 0.498*** 0.599*** 0.513*** 0.610***
(0.000 (0.000) (0.000) (0.000)
Quantity of Loans 1.010*** 1.012%** 0.978%** 1.013***
(0.000) (0.000) (0.000) (0.000)
Market Power -0.002 -0.006 -0.013** 0.006 -0.115%** -0.099* -0.092** -0.071
(0.710) (0.481) (0.016) (0.617) (0.002) (0.071) (0.024) (0.162)
PCR -0.001*** -0.001*** -0.001 -0.021***
(0.001) (0.007) (0.696) (0.000)
PCB -0.0003 -0.0007 -0.006*** 0.0006
(0.374) (0.132) (0.000) (0.597)
PCR*Market Power 0.0005 0.0008 0.002 0.030***
(0.239) (0.200) (0.665) (0.000)
PCB*Market Power 0.001*** 0.0008 0.005*** -0.0005
(0.004) (0.220) (0.001) (0.754)
GDPpcg 0.0009** 0.0006 0.0004 -0.0001  0.005*** 0.007*** 0.005*** 0.007***
(0.023) (0.101) (0.252) (0.777) (0.000) (0.002) (0.002) (0.000)
Inflation 0.0006*** 0.0007** 0.0006*** - 0.0009 -0.0003 0.001 0.001
0.0000007
(0.001) (0.019) (0.002) (0.999) (0.240) (0.813) (0.157) (0.302)
Pop. density 0.00003***  0.00002* 0.00007***  0.00002 0.00007 -0.00007 -0.0001 0.000005
(0.007) (0.088) (0.000) (0.173) (0.126) (0.372) (0.102) (0.913)
Deposit/Assets 0.016 0.014 0.016 0.018 -0.222%** -0.048 -0.128** -0.010
(0.270) (0.237) (0.153) (0.477) (0.004) (0.714) (0.042) (0.828)
Bank Branches -0.0007** -0.0005* -0.001*** -0.001** -0.001 -0.002* 0.002 -0.0002
(0.017) (0.084) (0.000) (0.027) (0.103) (0.085) (0.231) (0.859)
Net effect of PCR n.a n.a -—- n.a -0.037 - - -
Threshold of PCR n.a n.a n.a 3.30
Net effect of PCB n.s.a n.a -0.054 n.a
Threshold of PCB n.s.a n.a 18.40 an.
AR(1) (0.000) (0.742) (0.000) (0.001) (0.002) (®p2 (0.001) (0.167)
AR(2) (0.508) (0.415) (0.449) (0.000) (0.041) (0.628) (0.193) (0.482)
Sargan OIR (0.000) (0.015) (0.000) (0.003) (0.000)  (0.057) (0.000) (0.064)
Hansen OIR (0.021) (0.168) (0.007) (0.487) (0.019) (0.349) (0.164) (0.3412)
DHT for instruments
(a)Instruments in levels
H excluding group (0.049) (0.110) (0.012) (0.425) (0.924) (0.282) (0.905) (0.770)
Dif(null, H=exogenous) (0.077) (0.353) (0.076) (0.488) (0.002) (0.429) (0.041) (0.169)
(b) IV (years, eq(diff))
H excluding group (0.025) (0.220) (0.010) (0.602) (0.009) (0.300) (0.133) (0.272)
Dif(null, H=exogenous) (0.194) (0.221) (0.144) (0.261) (0.453) (0.498) (0.420) (0.537)
Fisher 64.32%** 135.37*** 33.42%** 50.04*** 1060.85*** 1514.08***  980.85*** 2380.31***
Instruments 42 41 42 40 42 40 42 41
Banks 135 101 135 100 137 101 137 100
Observations 627 127 618 125 637 127 628 125

*, *xx +kx: significance levels of 10%, 5% and 1%espectively. DHT: Difference in Hansen Test for §emeity of Instruments’ Subsets.

Dif: Difference. OIR: Over-identifying Restrictioriest. The significance of bold values is twofdlyi The significance of estimated

coefficients, and the Fisher statistics. 2) Thiufaito reject the null hypotheses of: a) no aut@tation in the AR(1)and AR(2) tests and;
b) the validity of the instruments in the OIR anH Dtests. na: not applicable due to the insignifaof marginal effects and/or

unconditional effect of market power.

of PCR is 2.056. Mean value of PCB is 7.496. RasfdeCR: 0.000 to 49.800. Range of PCB is 0.0004t8@.

nsa: nadifically applicable because the information crteloes not valid the modéflean value
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The findings are discussed in terms of marginalaag, net effects and thresholds at
which the policy variables (private credit bureaarsd public credit registries) influence
market power to increase financial access. Foant®, from the second-to-the last column of
Table 1, we note that while the net effect of gginivate credit bureaus to influence market
power to increase loan quantity is negative (-0)0fde corresponding marginal effect is
positive (0.005). This implies that a certain timad of 18.40% (0.092/0.005) coverage in
private credit bureaus is required to reverse tge ef the unconditional effect of market
power (-0.092) from negative to positive.

The net effect on loan quantity is derived from thieraction between private credit
bureaus and market power on the one hand and uiicoadl market power impacts on the
other hand. For instance, when the mean value whtper credit bureaus is 7.496, the
unconditional effect of market power equals -0.082&] the corresponding conditional impact
is 0.005, the net effect on loan quantity would40e054=[0.005x% 7.496] + [-0.092].

In the third-to-the last column of Table 1, we exanthe role of public credit
registries in market power for loan quantity, tharginal effects, net impacts and thresholds
are respectively 0.030, -0.037 and 3.30. This iegpthat a threshold of 3.30% coverage is
needed to neutralise the effect of market powemther words, 3.30% coverage of public
credit registries is required to reverse the negatifect of market power on financial access
(in terms of loan quantity). The computed threshatthke economic sense because they are
within the range (minimum to maximum) disclosedthg summary statistics, notably: 0.000
to 49.800 for public credit registries and 0.006#%800 for private credit bureaus. Most of
the significant control variables have signs cdesitswith our hypothesis (Section 3.1.1).

We now consider the findings displayed in Tableof, the role of public credit
registries in reducing market power for financiet@ss. We find that net effects are negative
in the top quintiles of the loan price distributidviarginal effects are negative in the ¢"10
quintile and top quintiles of the loan quantitytdisutions, with a corresponding threshold of
3.156 percentage coverage in thd Huintile being within range. Most of the signiiut
control variables have signs consistent with oyodtlyeses.

Table 3 displays our findings on the role of prévatedit bureaus in reducing market
power for financial access. Marginal effects frohe tinteraction between private credit
bureaus and market power are negative in the baguaintiles and 0.90 quintile of the loan
price distribution. We find that the influence afiyate credit bureaus in market power for
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enhanced loans is consistent with theoretical ymdeings throughout the conditional
distribution of loan quantity.

Notably, there exists negative unconditional impatbm market power; positive
marginal or conditional effects from the interantioetween market power and private credit
bureaus; positive net effects and thresholdsatetvithin range (0.359 to 63.894) and which
vary from 1.443 percentage coverage (see"Ddtntile) to 4.161 percentage coverage (see
0.10" quintile). Most of the significant control variasl have the hypothesised signs.
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Table 2: Financial Access Effects of PCR with Market Power (1V QR)

L oan Price Effects

Dependent variable: Financial Access

Loan Quantity Effects

2SLS Q.10 Q.25 Q.50 Q.75 Q.90 2SLS Q.10 Q.25 Q.50 Q.75 Q.90
Constant 0.101*** 0.087*** 0.090*** 0.083*** 0.126*** 0.148*** 4,021%** 3.046*** 3.630*** 3.776*** 4.611*%** 6.087***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Market Power (IV) -0.004 -0.006 -0.001 0.002 -0.038*** -0.056*** -0.544%** -1.010%** -0.914*** -0.586* -0.322 -0.149
(0.603) (0.584) (0.774) (0.595) (0.000) (0.000) (0.001) (0.000) (0.000) (0.061) (0.112) (0.328)
PCR (IV) -0.009%** -0.012%** -0.010*** -0.006* -0.008** -0.008*** -0.089 -0.162 -0.049 0.122 -0.259** -0.459***
(0.000) (0.005) (0.002) (0.070) (0.012) (0.002) (0.263) (0.108) (0.748) (0.531) (0.029) (0.000)
PCR(IV)*Market Power(IV) 0.013*** 0.017** 0.014** 0.008 0.011** 0.012** 0.197 0.320* 0.141 -0.162 0.473** 0.802***
(0.002) (0.019) (0.014) (0.193) (0.045) (0.012) (0.153) (0.069) (0.590) (0.624) (0.021) (0.000)
GDPpcg -0.0009** -0.001** -0.0005 -0.0006 -0.0008 -0.0002 -0.016 0.033*** -0.024 -0.037 -0.028 -0.036***
(0.017) (0.029) (0.233) (0.152) (0.165) (0.667) (0.179) (0.003) (0.111) (0.154) (0.146) (0.007)
Inflation 0.001*** 0.0001 0.0009*** 0.001*** 0.002*** 0.002*** -0.012* 0.0006 -0.001 -0.012 -0.011 -0.008
(0.002) (0.776) (0.005) (0.000) (0.000) (0.000) (0.090) (0.925) (0.911) (0.420) (0.305) (0.221)
Pop. Density 0.00004*** 0.00003 0.00005*** 0.00008*** 0.00007*** 0.00006*** -0.001*** -0.002%** -0.002%** -0.001 -0.002** -0.001***
(0.009) (0.334) (0.003) (0.000) (0.001) (0.004) (0.000) (0.000) (0.000) (0.102) (0.015) (0.007)
Deposit/Assets -0.001 -0.007 -0.003 0.006 0.006 0.001 2.135%** 1.357*** 1.988*** 2.662%** 2.116%** 0.545**
(0.881) (0.615) (0.666) (0.476) (0.583) (0.887) (0.000) (0.000) (0.000) (0.000) (0.000) (0.016)
Bank Branches -0.0009*** -0.0009** -0.0009*** -0.001%** -0.001*** -0.0002 -0.064%** -0.010* -0.039*** -0.065%** -0.072%** -0.061***
(0.001) (0.010) (0.002) (0.001) (0.003) (0.545) (0.000) (0.099) (0.000) (0.001) (0.000) (0.000)
Small Banks 0.007* 0.008 0.001 0.003 -0.0008 0.0007 -0.727%** -0.909*** -1.237%** -0.864%** -0.504** -0.368***
(0.098) (0.254) (0.676) (0.464) (0.893) (0.910) (0.000) (0.000) (0.000) (0.002) (0.020) (0.005)
Domestic Banks 0.002 -0.008 -0.0005 0.006* 0.010** 0.009 0.388*** 0.082 0.387*** 0.414* 0.687*** 0.521%**
(0.502) (0.141) (0.886) (0.086) (0.042) (0.105) (0.002) (0.519) (0.008) (0.052) (0.000) (0.000)
Islamic Banks -0.024*** -0.009 -0.024** -0.031*** -0.016 -0.025%** -0.508** 0.174 -0.291 -0.050 -0.940* -1.489***
(0.002) (0.584) (0.015) (0.021) (0.255) (0.002) (0.035) (0.606) (0.496) (0.935) (0.056) (0.000)
Net effect of the PCR n.a n.a n.a n.a -0.013 9.02 n.a -0.302 n.a n.a n.a n.a
Threshold of PCR n.a n.a n.a n.a 3.454 4.666 n.a 1563. n.a n.a n.a n.a
Pseudo R#R? 0.230 0.157 0.173 0.161 0.141 0.133 0.209 0.083 230.1 0.156 0.111 0.114
Fisher 15.79%** 24,03***
Observations 573 573 573 573 573 573 573 573 573 573 573 573

*x% ek % significance levels of 1%, 5% and 10% rpsctively. IV: Instrumented Variable. 2SLS: Two §#d_east Squares. R2 (Pseudo R?) for OLS (QuédRébgessions). Lower guantiles (e.g., Q 0.1) signéfiions

where financial access is least. na: not applicdbeto the insignificance of marginal effects andihconditional effect of market power. Mean eatf IVPCR is 2.211. Range of IVPCR: 0.143 to 56.59

18



Table 3: Financial Access Effects of PCB with Market Power (1V QR)

Constant

Market Power (IV)
PCB (IV)
PCB(IV)*Market Power(IV)
GDPpcg

Inflation

Pop. Density
Deposit/Assets
Bank Branches
Small Banks
Domestic Banks

Islamic Banks

Net effect of the PCB
Threshold of PCB
Pseudo R?/R2

Fisher

Observations

L oan Price Effects

Dependent variable: Financial Access

Loan Quantity Effects

2SLS Q.10 Q.25 Q.50 Q.75 Q.90 2SLS Q.10 Q.25 Q.50 Q.75 Q.90
0.092*** 0.071*** 0.073*** 0.077*** 0.125%** 0.139*** 3.901*** 2447+ ** 3.261*** 3.620%** 4.264*** 5.894***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
0.0002 -0.006 0.0006 0.004 -0.042*** -0.037*** -1.099*** -1.315%** -1.213*** -1.013*** -0.605*** -0.947***
(0.980) (0.339) (0.929) (0.378) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.001) (0.000)
0.002*** 0.002*** 0.002** 0.001 0.0006 0.002* -0.261*** -0.172%** -0.206*** -0.363*** -0.240*** -0.270***
(0.001) (0.007) (0.016) (0.158) (0.729) (0.069) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
-0.003*** -0.003* -0.004** -0.002 -0.0008 -0.003* 0.453*** 0.316*** 0.362*** 0.621*** 0.419*** 0.465%**
(0.004) (0.056) (0.041) (0.240) (0.788) (0.072) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
-0.0008** -0.001** -0.0008* -0.0008** 0.00009 0.0002 0.001 0.017 0.008 -0.004 -0.016 183.0
(0.047) (0.038) (0.094) (0.048) (0.873) (0.633) (0.900) (0.126) (0.539) (0.854) 389) (0.086)
0.001*** 0.0007 0.002*** 0.002x** 0.002*** 0.003*** -0.007 0.001 0.004 -0.015 -0.005 0.003
(0.000) (0.166) (0.000) (0.000) (0.000) (0.000) (0.326) (0.889) (0.606) (0.286) (0.551) (0.626)
0.00003** 0.00007*** 0.00003** 0.00004*** 0.00002 0.000001 -0.0006* -0.0003 -0.0001 -0.0005 -0.0007 -0.0004
(0.012) (0.001) (0.020) (0.002) (0.221) (0.917) (0.056) (0.263) (0.689) (0.485) (0.201) (0.374)
0.003 -0.009 0.006 0.007 0.006 0.001 2.438*** 1.489*** 1.947%** 2.894x** 2.624*** 1.107***
(0.694) (0.421) (0.509) (0.341) (0.594) (0.930) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
-0.002*** -0.003*** -0.002*** -0.002*** -0.001*** -0.001*** -0.052*** 0.002 -0.031*** -0.055*** -0.069*** -0.064***
(0.000) (0.000) (0.000) (0.000) (0.004) (0.002) (0.000) (0.717) (0.000) (0.001) (0.000) (0.000)
0.005 0.015** 0.0001 0.002 0.002 0.009 0.742x** -0.547%** -1.124%** -0.636*** -0.556*** -0.451***
(0.196) (0.010) (0.971) (0.542) (0.673) (0.125) (0.000) (0.000) (0.000) (0.009) (0.001) (0.001)
-0.0006 -0.007 0.00007 0.003 0.004 0.008 0.350*** 0.174 0.455%** 0.418** 0.489*** 0.493***
(0.846) (0.137) (0.985) (0.359) (0.393) (0.139) (0.003) (0.174) (0.000) (0.045) (0.001) (0.000)
-0.019** -0.001 -0.023** -0.025** -0.018 -0.033** -0.309 0.462 -0.228 0.186 -0.531 -1.100***
(0.011) (0.900) (0.011) (0.010) (0.244) (0.015) (0.223) (0.164) (0.518) (0.756) (0.222) (0.002)
n.a n.a n.a n.a n.a -0.059 .352 1.093 1.545 3.719 2.588 2.596
n.a n.a n.a n.a n.a Synergy 2.426 4.161 3.350 1.631 1.443 2.036
0.207 0.184 0.162 0.142 0.122 0.125 0.254 0.117 470.1 0.186 0.146 0.129
10.47%** 30.87x**
572 572 572 572 572 572 572 572 572 572 572 572

*% ek % significance levels of 1%, 5% and 10% rpsctively. IV: Instrumented Variable. 2SLS: Twagé Least Squares. R? (Pseudo R?) for OLS (Qudreitgessions). Lower quantiles (e.g., Q 0.1) sygméftions
where financial access is least. na: not applicdbéeto the insignificance of marginal effects andihconditional effect of market power. Mean eatf [VPCB is 7.621. Range of IVPCB is 0.359 to883.. Synergy
implies that both the conditional and unconditioeféécts of market power have the same sign.
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5. Conclusions and futureresear ch directions

This study has investigated the role of informmatsharing offices (public credit
registries and private credit bureaus) in redusmayket power for financial access in the
African banking industry. The empirical evidencebased on a panel of 162 banks from 42
countries for the period 2001-2011. Three simuitgrebust empirical strategies are
employed, namely: Two Stage Least Squares in dalerccount for simultaneity and the
unobserved heterogeneity; Generalised Method of &asn (GMM) to control for
simultaneity and time-invariant omitted variablesdanstrumental Variable (IV) Quantile
regressions to account for simultaneity and inlaakls of financial access.

Our analysis based on the GMM estimation estaggighe following results: Firstly,
the unconditional (marginal or conditional) effe¢tusing private credit bureaus to influence
market power to increase loan quantity is negdfesitive) and a corresponding threshold of
18.40 percent coverage in private credit bureauseguired to reverse the negative
unconditional effect of market power. Secondly, the role of public credit registries in
market power for loan quantity, the marginal effechet effects and thresholds are
respectively 0.030, -0.037 and 3.30. This implied &a threshold of 3.30% coverage in public
credit registries is required for public creditistges to reverse the negative effect of market
power on loan quantity.

Our analysis based on the Quantile Regressioablestes the following results: In
terms of the role of public credit registries imlweing market power for financial access; net
effects are negative in the top quintiles of thenlgrice distribution and marginal effects are
negative in the 0.10 quintile and top quintiles of the loan quantitystdbutions, with a
corresponding threshold of 3.156% coverage in fifequintile. In terms of the relevance of
private credit bureaus, marginal effects from th&eraction are negative in the bottom
quintiles and the 0.90quintile of the loan price distribution. With rega to the incidence on
loan quantity, there are consistently negative ondtmnal impacts from market power;
positive marginal or conditional effects from theteraction between market power and
private credit bureaus; positive net effects am@égholds that are within range and which
vary from 1.443% coverage (at the 0"#uintile) to 4.161 % coverage (at the 0"Iuintile).

Results broadly show that information sharing efficare for the most part playing
their theoretical role of reducing market poweronmgder to enhance financial access in the
African banking industry. Our findings further cfg those of Boateng et al. (2016), who
have concluded that information sharing officesehagt significantly reduced market power
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in the African banking industry. Hence, we have destrated in this extension that an
indirect assessment with financial access as theome variable is more likely to produce
desired results on the nexus between informatianrsip offices and market power.

This inquiry is not directly comparable with othetudies because of the scarce
literature on market power in Africa. However, be$ provide underpinnings from which
future research can build to improve extant literaton the field. Assessing how information
sharing offices interact with other information s8hg mechanisms/channels in order to

enhance financial access is an interesting fuesearch direction.
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Appendices

Appendix 1. Summary of hypothesised signs

Expected signonloan  Expected sign on loan

Variables price quantity
Bank-oriented Deposit/Asset ratio + +
features Bank Branches - +
Market-related GDP per capita growth Uncertain +
characteristics Population density + +

Inflation + -

Characteristics of the Small versus (vs). Big banks Uncertain Uncertain
unobserved domestic vs. foreign banks Uncertain Uncertain
heterogeneity Islamic vs. non-Islamic banks Uncertain Uncertain

Appendix 2: Variable Definitions

Variables Signs Variable Definitions Sour ces

Market Power Lernerindex The ratio of the ‘diffece between the Authors’ calculation
Marginal Cost and Price’ on the Price and BankScope

Loan Quantity Quantity Logarithm of Loans Quanti BankScope

Price (charged on Price (Gross Interest and Dividend income +TotBlankScope

Loans or Quantity) Non-Interest Operating Income)/Total Assets

Public credit registries PCR Public credit registry coverage (% of adults) DMMWorld Bank)

Private credit bureaus  PCB Private credit bureausrage (% of adults) WDI (World Bank)

GDP per capita GDP GDP per capita growth (annyal % WDI (World Bank)

Inflation Infl. Consumer Price Index (annual %) \W®Vorld Bank)

Populaton density Pop. People per square kilometdand area WDI (World Bank)

Deposits/Assets D/A Deposits on Total Assets kBaope

Bank Branches Bbrchs Number of Bank Branches (Cercial bank BankScope
branches per 100 000 adults)

Small Banks Ssize Ratio of Bank Assets to Totaets (Assets Authors’ calculation
in all Banks for a given period 0.50 and BankScope

Large Banks Lsize Ratio of Bank Assets to Totaseis (Assets Authors’ calculation
in all Banks for a given period)>0.50 and BankScope

Domestic/Foreign Dom/Foreign Domestic/Foreign banks based on qtiakta Authors’ qualitative

banks information: creation date, headquartergpntent analysis.

government/private ownership, % of foreign
ownership, year of foreign/domestic
ownership...etc

Islamic/Non-Islamic Islam/Nonlsl. Islamic/Non-Istéc banks based on financial Authors’ qualitative
statement characteristics (trading in content analysis; Beck
derivatives and interest on loan et al. (2010); Ali
payments...etc) (2012).

WDI: World Development Indicators. GDP: Gross Dotitesroduct. The following are dummy variables: zZ8siLsize,
Dom/Foreign and Islam/Nonlisl.
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Appendix 3: Summary Statistics

Mean S.D Minimum Maximum Observations
Market Lerner 0.513 0.587 0.032 0.969 893
Power
Dependent  Price of Loans 0.338 0.929 0.000 25.931 1045
variables Quantity of Loans (In) 3.747 1.342 -0.045 6.438 109
Information  Public credit registries 2.056 6.206 0.000 49.800 1240
sharing Private credit bureaus 7.496 18.232 0.000 64.800 1235
Market GDP per capita growth 13.912 96.707 -15.306 926.61 1782
variables Inflation 10.239 22.695 -9.823 325.00 1749
Population density 81.098 106.06 2.085 633.52 1782
Bank level Deposits/Assets 0.664 0.198 0.000 1.154 1052
variables Bank Branches 6.112 6.158 0.383 37.209 1129
Small Size 0.804 0.396 0.000 1.000 1255
Large Size 0.195 0.396 0.000 1.000 1255
Domestic 0.753 0.431 0.000 1.000 1782
Dummy Foreign 0.246 0.431 0.000 1.000 1782
variables Islamic 0.037 0.188 0.000 1.000 1782
Non-Islamic 0.962 0.188 0.000 1.000 1782

Ln: Logarithm. GDP: Gross Domestic Product. S.zan8rd Deviation. GDP: Gross Domestic Product.
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Appendix 4: Correlation Matrix
Market-Level Controls | Bank-L evel Controls | Dummy-Controls Info. Sharing | Lerner
GDP Infl. Pop. D/IA Bbrchs Price Quantity  Ssize lesiz Dom. Foreign  Islam Nonlsl. PCR PCB
1.000 0.136 0.007 -0.008 -0.068 -0.014 -0.026  @ROO 0.0002 0.034 -0.034 0.0001 -0.0001 0.019 -0.163-0.016 GDP
1.000 -0.028 0.037 -0.236 0.256 -0.009 0.046 .04 0.028 -0.028 -0.050 0.050 -0.205 -0.178 -0.062f. In
1.000 0.112 0.410 -0.029 -0.125 -0.098 0.098 4.0 0.045 -0.088 0.088 0.546 -0.233 0.035 Pop.
1.000 -0.041 0.080 0.306 -0.041 0.041 -0.062 6.0 -0.210 0.210 -0.038 -0.083 0.021 DI/IA
1.000 -0.266 -0.227 -0.078 0.078 0.135 -0.135 0.051 0.051 0.602 0.139 0.109 Bbrchs
1.000 -0.075 0.094 -0.094 0.016 -0.016 -0.097 0.097 -0.342 0.094 0.082 Price
1.000 -0.171 0.171 0.052 -0.052 -0.067 0.067-0.096 0.007 -0.038  Quantity
1.000 -1.000 0.026 -0.026 -0.020 0.020 .08 0.080 -0.056 Ssize
1.000 -0.026 0.026 0.020 -0.020 0.084 0.08 0.056 Lsize
1.000 -1.000 0.089 -0.089 0.010 0.187 D.1Dom.
1.000 -0.089 0.089 -0.010 -0.187 -0.147orelgn
1.000 -1.000 -0.014 -0.071 0.006 Islam
1.000 0.014 0.071 -0.006 Nonlsl.
-0.151 0.051 PCR
0.091 PCB

1.000
1000
1.000 Lerner

Info: Information. PCB: Private Credit Bureaus. P@&Rblic credit registries. GDP: GDP per capitandto Infl: Inflation. Pop: Population growth. D/&Reposit on Total Assets. Bbrchs: Bank branches
Szize: Small banks. Lsize: Large banks. DomeBtignestic banks. Foreign: Foreign banks. Islammgaanks. Nonlsl: Non-Islamic banks. Price: Po€éoans. Quantity: Quantity of Loans.

Lerner: Market Power.
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