
1 
 

Geopolitical Risks and Tourism Stocks: New Evidence from Causality-in-Quantile Approach 
 

Ibrahim D Raheema* and Sara le Rouxb 

a Tubman Institute, York University, Toronto, Canada 
b Oxford Brookes Business School, Oxford Brookes University, Headington Campus, Oxford 

* Corresponding author: i_raheem@ymail.com 
 
 
 
 
 
 
 
 
 
Abstract 
This study examines the relationship between Geopolitical Risks (GPR) and Travel and Leisure 
(T&L) stocks. The scope of this study is based on six emerging countries. Analyses are done 
using a non-parametric causality-in-quantile approach, whose advantages include: (i) 
robustness to misspecification errors; (ii) simultaneously examine causality in mean and 
variance. We find that GPR is weakly related to the T&L stock for both Indonesia and South 
Korea. However, significant relationships ensue for India, China, Malaysia, and Israel. It is also 
observed that GPR can better predict the volatility of T&L stock compared to stock returns. 
These results are robust to alternative measures of GPR. 
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Introduction 
The initial focus of studies, academics, and policymakers has been on terrorism. 
Understandably, adequate attention has been devoted to examining the influence of 
terrorism on socio-macroeconomic fundamentals. In this instance, the emphasis has been on 
the actual occurrences of terrorist attacks and their effect on economic indicators. However, 
recent events have necessitated the need to re-evaluate the conceptual approach of 
terrorism to account for relatively newer facets of terrorism that were hitherto not apparent, 
but have similar effects/consequences with the actual form of terrorism (Caldara and 
Iacoviello, 2018; Gillen and Mostafanezhad, 2019). For instance, threats of nuclear attacks or 
territorial invasion hypothetically have similar effects as if the actual threat had been carried 
out. Also, geopolitical tension between countries is a risk that cannot be ignored due to its 
significant effect on such economies. Geopolitical risk is a new concept that enclaves actual 
occurrence, threat, and risk of occurrence. Caldara and Iacoviello (2018) define geopolitical 
risk as “the risk associated with wars, terrorist acts, and tensions between states that affect 
the normal and peaceful course of international relations.” Caldara and Iacoviello created the 
geopolitical risk (GPR) index that captures terrorist acts and threats, war risks, nuclear 
threats, and military-related tensions. Hence, GPR is considered a broader measure of global 
uncertainty, which incorporates terrorism. 
 
It is generally acknowledged that one of the most prominent casualties of geopolitical 
risk/terrorism is the tourism and hospitality industry/sector. Succinctly, tourism is vulnerable 
to exogenous shocks such as wars, terrorist attacks, and nuclear threats (Kim and Marcouiller, 
2015; Seraphin, 2017). In addition, Chesney et al. (2011) argued that the airline industry, an 
arm of the tourism sector, is more vulnerable to terrorism than any other industry/sector.1 
The aftermath of the 9/11 attack on the global tourism sector has aroused the interest of 
governments, policymakers, and investors about the need to understand the dynamics 
between terrorism and the tourism sector. More recently, studies have shown a keen interest 
in the linkage between terrorism and tourism, with a consensus that there is a negative 
correlation between these two variables (Zopiatis, 2019; Damilaray and Kilincarslan, 2019) 
Seabra et al., 2020). Empirical studies have followed the paradigm shift in the 
conceptualisation of terrorism to geopolitical risks. For instance, early studies have examined 
the terrorism-tourism nexus (e.g. Chen, 2007 and 2011; Chang and Zeng, 2011; Wolff and 
Larsen, 2014; Goldman and Neubauer-Shani, 2017), while recent studies have linked tourism 
to the GPR index (Damilaray and Kilincarslan, 2019; Gillen and Mostafanezhad, 2019; Hassan 
et al., 2020).  
 

                                                           
1 The estimate of the direct cost of the 9/11 attack is in excess of $30 billion (Enders and Olson, 2012). Also, it 
was estimated that the Paris attack of 2015 led to a plunge of about €2 billion in the European travel and tourism 
industry (Wearden and Allen, 2015). Terrorism has reduced the European Union’s GDP to the tune of €180billion 
(RAND, 2018). 
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These studies have some apparent shortcomings. The principal flaw relates to the assumption 
of linearity between GPR and Tourism and Leisure (T&L) stocks. The common forms of 
nonlinearity studied in the literature are heterogeneity, dual causation, and asymmetry 
(Zopiatis et al., 2019; Demiralay and Kilincarslan, 2019). Making a case for the T&L stocks and 
focusing on asymmetry, there tends to be an implicit assumption that there is a one-for-one 
relationship in the nexus. In other words, the higher the severity of this attack, the higher 
(roughly in the same magnitude) would the tourism sector be adversely affected. Zopiatis et 
al. (2019) is the first study to dispel this assumption by showing distinctive differences among 
the types of incidents and how they affect the regions under investigation. Hence, the results 
suggest that terrorism does not affect stocks equally, or that bigger terrorist acts only mildly 
affect the tourism sector as compared to the less severe attacks. 
 
Other flaws in the literature are as follows: (i) the sole reliance on terrorism without 
accounting for other geopolitical uncertainties that equally have significant effects on tourism 
stocks; (ii) limited scope/time series analysis with a focal lens mainly pointed towards the 
United States. Hence, there is no basis for comparison. In addition, tourism stocks have been 
confirmed to be sensitive to political events, which are unique across countries (Chen, 2007); 
(iii) aggregation issues. Demir and Gozgor (2018), Damilaray and Kilincarslan (2019), and 
Seabra et al. (2020) use aggregated data based on regional groupings. A fundamental 
problem with this type of data is the sensitivity of results to changes in the assigned weights 
or the use of non-weighted data. As an extension, the weight size attributed to each 
component is debatable. The attending policy implications of the results, based on non-
aggregated data, would be more practical compared to a scenario where there may be a 
considerable discrepancy in the allocation of the weights. More worrisome is the inability of 
these studies to justify the use of aggregate series when data is available in disaggregated 
form. Another shortcoming of the aggregate measure is its inability to account for 
heterogeneity- a fundamental feature that should not be ignored; (iv) we focus on the finance 
aspect of tourism. This is in contrast to the norm where tourism is focused on the number of 
arrivals, and receipts, among other measures (Seabra et al., 2020). The decision to focus on 
the financial side of terrorism is based on the fact that the industry has been growing at a 
geometric progression; hence, there is a need to focus on the implications for investors. 
 
We address these shortcomings by relying on a non-parametric causality-in-quantiles test. 
Furthermore, the issue of aggregation is solved by using time-series data. Based on the 
foregoing, the objective of our study is to examine the causality between GPR and tourism- 
Travel & Leisure (T&L)- stocks for selected emerging countries. The choice of emerging 
countries is attributed mainly to the fact that they are increasingly becoming popular holiday 
destinations. In addition, there has also been a spike in tension, risks, and threats in these 
countries. Essentially, we seek answers to the following research questions: (i) are the T&L 
stocks vulnerable to GPR? (ii) which of the indices of GPR (threat, risks, and act) significantly 
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affect tourism stocks? (iii) are T&L stocks sensitive to the state of the market conditions (i.e., 
does quantile distribution has effect on the nexus)? 
 
We make three novel contributions to the literature. First, we join the few studies that link 
GPR indices to the leisure and tourism stocks. Second, we use the recently developed non-
parametric causality-in-quantiles test of Balcilar et al. (2017), which is a hybrid framework of 
Nishiyama et al. (2011) and Jeong et al. (2012). 2 The choice of the method is due to the 
nonlinearity explained earlier. The method is suited for scenarios where the predictor and 
predicting variables are nonlinearity causal. An additional advantage of this methodology is 
its robustness to misspecification errors. Also, the methodology is not limited to causality in 
mean, as there might be the existence of causality in the tails of the distribution; hence this 
helps capture the effect of GPR during different market states such as the bear-bull phases. 
In addition, the methodology also helps to study causality in variance and spillover volatility. 
Finally, our analysis is country-level specific. As such, we avoid the use of 
aggregated/weighted series. As a follow-up to the point above, the scope of this study 
ensures that there is sync in the variables of interest, thus avoiding approximation. In simple 
terms, the selected countries have data for both GPR and tourism. 
 
Our results show that GPR effects are more prominently felt on volatility rather than the 
returns of T&L stocks and at quantiles below the median. The impact of GPR is heterogeneous 
among the selected countries. GPR influences the stock volatility in Israel, Malaysia, India, 
and China. However, the same cannot be said about Indonesia and South Korea. The rest of 
the paper is structured as follows. A brief literature review is presented in Section 2. Section 
3 houses data and methodology, while Section 4 presents the empirical results. Finally, 
Section 5 offers the conclusion and attendant policy implications. 
  
2. Brief Literature Review 
This study is related to two strands of the literature. The first strand analyses the relationship 
between terrorism and the tourism sector. Neumayer (2004) is one of the most influential 
studies in this context. The study shows that one of the effects of terrorism is the drop in the 
number of tourist arrivals. This has served as the benchmark for succeeding studies, which 
have replicated the hypothesis using various methodologies and scopes. Some studies have 
described how tourists avoid visiting places renowned for being targets of violent attacks (de 
Sausmarez, 2013; Wolff and Larsen, 2014; Solarin, 2015).  
 
A few studies have focused on how a particular terrorist event affects tourism. Much of these 
studies are related to the September 11, 2001 (9/11, henceforth) terrorist attack in the 
United States. For instance, Ito and Lee (2005) examined the effect of 9/11 on air travel, an 
important component of the tourism industry. Arana and Leon (2008) examined the short-

                                                           
2 Other related methods include cross-correlation function, and Granger causality test. These tests are not able 
to account for nonlinearity and misspecification error. 
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run impact of 9/11 on demand for tourists’ preferences for competing destinations in the 
Mediterranean and the Canary Islands. Using a stated preference model, the authors show 
that the attack had changed the utility preference and profiling of destinations. Tarrant 
(2010) estimated that the aftermath effect of the political unrest, on April 10, 2010, in 
Thailand cost the country’s tourism sector about $300 million. Korstanje and Clayton (2012) 
reveal that the aftermath effect of the 9/11 terrorist act saw a decline in about 13.5% of U.S. 
tourists to the Caribbean and a loss of about 365,000 jobs. Other non-US events have also 
been studied, for example, Baker and Coulter (2007) for Bali; Lee (2010) for Singapore; Steiner 
(2010) for some developing countries.  
 
Another interesting study is by Goldman and Neubauer-Shani (2017), who examined the 
nexus from four different perspectives: perpetration by foreign attackers against local 
victims, perpetration by local attackers against foreign victims, perpetration by foreign 
attackers against foreign victims, and perpetration of terror attacks against foreign private 
parties. Among the numerous interesting results, the authors found an inverse-U relationship 
between tourism arrival and the number of terrorist attacks perpetrated by foreigners. 
Samitas et al., (2018) focused on the Greek tourism industry. Furthermore, deploying 
causality test models, the study confirms there is a negative relationship between tourism 
and terrorism, and the causality runs from terrorism to tourism. 
 
The second strand of the literature expanded the conception of terrorism to capture war risk, 
nuclear threats, and military-related tensions— this strand of the literature focuses on the 
effect of GPR on the tourism stock performance. Demiralay and Kilincarslan (2019) used a 
regional dataset (namely Global, Asia-Pacific, Europe, and North America) to show the 
negative effect of GPR on the tourism stock for regions except Asia-Pacific. They further 
showed that of the GPR indices, threat has the domineering impact. Balli et al. (2019) 
concluded that the negative consequence of terrorism is negligible for popular tourist 
destinations. Using Granger causality analysis, Akadiri et al. (2020) reveal that GPR leads to 
tourism depression. Hasan et al. (2020) focus on the linkage between GPR and tourism stocks 
of emerging countries and prove that GPR is an efficient predictor of stock returns, especially 
when the market is in a calm condition. Kumar (2021) seeks to analyse the extreme risk 
spillover from the changes in uncertainty variables to the European T&L sector stocks using a 
copula-based CoVaR approach. His findings indicate the significant downside (resp. upside) 
risk spillover effect from the extreme upside (resp. downside) movements in the uncertainty 
variables, respectively. Jiang et al. (2022) examine the comparative effect of GPR and 
economic policy uncertainty on Chinese tourism-listed stocks. Results from the linear 
regression show that GPR has more lasting negative effects. The results of the quantile 
regression are more prominent at the lower quantiles. 
 
On the demand side of tourism, most studies have reported adverse effects of GPR on 
inbound terrorism (Demir et al., 2019), the number of tourism arrivals (Tiwari et al., 2019), 
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and tourism receipts (Alola et al., 2019). Using the SVAR model, Hailemariam and Ivanovski 
(2021) show that GPR negatively and significantly impacts U.S. tourism export services. 
 
 

3. Method and Data 
3.1 Method 
The earlier studies have examined the uncertainty-tourism nexus using a classical linear 
regression model. The advantage of this model is attributed to its simplicity. Conversely, the 
main criticism is that it only estimates models along the central tendency, as there might be 
some causality along the tail distributions. Hence, the method is not capable of estimating 
models along quantile distributions. The quantile regression (Q.R.) technique has helped solve 
this problem. Despite the impressive innovation Q.R. made, latter studies have outlined its 
demerits/failures: (i) it is unable to capture endogeneity caused by nonlinearity between 
dependent and independent variables, (ii) it only estimates the mean model and is unable to 
capture the causality in variance spillover, (iii) it is not robust to misspecification errors. The 
non-parametric causality-in-quantile model has helped to address these concerns (Balcilar et 
al., 2017). 
 
Balcilar et al. (2017) proposed a nonlinear quantile-based causality model based on the works 
of Nishiyama et al. (2011) and Jeong et al. (2012). Since the model is bivariate in nature, T&L 

stock returns is depicted by 𝑦 , while the various indices of GPR is represented by 𝑥 . The null 

hypothesis of the model is that at Qth quantile, 𝑥  does not cause 𝑦 . Mathematically, Jeong 

et al. (2012) show that 𝑥  does not cause 𝑦  in the Qth quantile with respect to the lag of 

vector of {𝑦 , … , 𝑦 ,    𝑥 , … , 𝑥  } if: 

 

𝑄 𝑦 , … , 𝑦 ,    𝑥 , … , 𝑥 =  𝑄 𝑦 |𝑦 , … , 𝑦       (1)  

 
Where, 𝑥  causes 𝑦  in the Qth quantile with respect to {𝑦 , … , 𝑦 ,    𝑥 , … , 𝑥  } if: 
 

𝑄 𝑦 |𝑦 , … , 𝑦 ,    𝑥 , … , 𝑥 ≠    𝑄 𝑦 |𝑦 , … , 𝑦     . (2) 

 
Note: 𝑄 (𝑦 |. ) is the Qth quantile of 𝑦  condition on t and 1>𝜃>0. 
 

Let 𝑌 ≡ 𝑦 , … , 𝑦 , 𝑋 ≡ 𝑥 , … , 𝑥 , 𝑍 ≡ (𝑋 , 𝑌 ) and 

𝐹 | (𝑦 |𝑌 ) represent the conditional distribution functions of 𝑦  given  𝑍  and 

𝑌 , in that order. It is assumed that the conditional distribution 𝐹 | (𝑦 |𝑌 ) is 

continuous in 𝑦  for almost 𝑍 . If 𝑄 (𝑍 )  ≡  𝑄 (𝑦 |𝑍 ) and 𝑄 (𝑌 )  ≡

 𝑄 (𝑦 |𝑌 ), then 𝐹 | {𝑄 (𝑍 )|𝑍 } = 𝜃, with a possibility of unity. Based on 

equations 1 and 2 above, the null and alternate hypothesis can be expressed as: 
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𝐻 : 𝑃 𝐹 | {𝑄 (𝑌 )|𝑍 } = 𝜃 = 1           (3a) 

 

𝐻 : 𝑃 𝐹 | {𝑄 (𝑌 )|𝑍 } = 𝜃 < 1      (3b) 

 

Jeong et al. (2012) used the distance measure J defined as 𝐽 = 𝜀 𝐸(𝜀 |𝑍 )𝑓 (𝑍 ),  

where, 𝜀  is the residual, while 𝑓 (𝑍 ) is the marginal density of 𝑍 . Note that 𝜀  is 

observed based on eq (3a), which is only true if  𝐸[1{𝑦 ≤ 𝑄 (𝑦 )|𝑍 }] =  𝜃. The 
distance measured can also be specified as 

𝐽 = 𝐸 𝐹 | {𝑄 (𝑦 |𝑍 )} − 𝜃 𝑓 (𝑍 )       (4) 

 
It should be noted that 𝐽 ≥ 0 in Eq. (3a) on the condition that 𝐻  in Eq. (4) is true. The 
feasibility kernel-based sample analog of J is expressed as: 
 

𝐽 =  
( )

∑ ∑ 𝐾, 𝜀̂ 𝜀̂   ,   (5) 

 
where, K(.) is the kernel function with bandwidth h and the sample size is represented by T, 
while p is the lag operator and 𝜀̂  is the estimate of the unknown residual, which is 
computed as follows: 

𝜀̂ = 1 𝑦 ≤ 𝑄 (𝜃|𝑌 ) −  𝜃  ,       (6) 
 

where, 𝑄 (𝑌 ) is the estimate of the Qth conditional quantile of 𝑦  given 𝑌 . 

𝑄 (𝑌 ) can be estimated with the aid of non-parametric kernel method defined as: 

𝑄 (𝑌 ) =  𝐹 | (𝜃|𝑌 )  ,       (7) 

 

where 𝐹 | (𝑦 |𝑌 ) represents the Nadarya-Watson kernel estimator given by: 

𝐹 | (𝑦 |𝑌 ) =  
∑  ( ),

∑ ,

  ,    (8) 

 
where, L(.) is the kernel function with h bandwidth.  
 
 
 
3.2 Data 
The variables of interest in this study are GPR and T&L stock returns. The source of the GPR 
data is Caldara and Iacoviello (2019). GPR is a monthly index that counts the number of times 
words related to geopolitical tension are used in some leading national and international 
newspapers. The index is constructed by searching articles, including references to six groups 
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of words. Caldara and Iacoviello further explained that their technique is based on the 
approach below: “Group 1 includes words associated with explicit mentions of geopolitical 
risk, as well as mentions of military-related tensions involving large regions of the world and 
a U.S. involvement. Group 2 includes words directly related to nuclear tensions. Groups 3 and 
4 include mentions related to war threats and terrorist threats, respectively. Finally, Groups 5 
and 6 aim at capturing press coverage of actual adverse geopolitical events (as opposed to 
just risks), which can be reasonably expected to lead to increases in geopolitical uncertainty, 
such as terrorist acts or the beginning of a war. The authors further disentangle the direct 
effect of adverse geopolitical events from the effect of pure geopolitical risks by constructing 
two indexes. The Geopolitical Threats (GPT) index only includes words belonging to Search 
Groups 1 to 4 above. The Geopolitical Acts (GPA) index only includes words belonging to 
Search Groups 5 and 6.” 
 
The T&L stock is collected from the Bloomberg terminal. We then log-linearise the data and 
find that they are stationary. In line with the extant literature, we calculated the return of the 
natural log of the series as its first difference.3 
 
Based on data availability, the scope of this study is limited to six emerging countries: India, 
Malaysia, Indonesia, Israel, South Korea, and China.4 Analyses are conducted based on 
monthly data from January 2000 – October 2019. The data summary is presented in Table 1. 
An overview of the table shows no evidence of normality in the series based on Jarque-Bera 
test. This is the first pointer that validates the use of causality-in-quantiles test. Statistics for 
India and China are negatively skewed while others are positively skewed with excess kurtosis. 
The GPR index is also positively skewed accompanied by excess kurtosis.  
 
Table 1: Summary Statistics 

 Indonesia S.Korea Malaysia India China Israel GPR 
Mean 0.042 0.125 0.119 0.041 2.145 0.002 4.965 
Std Dev 0.025 0.014 0.143 0.012 1.042 0.019 0.458 
Min 0.006 0.125 0.034 0.006 0.524 -0.145 3.521 
Max 0.108 0.254 1.318 0.109 6.052 0.046 5.619 
Jarque- 
Bera 

550.05 534.015 10663 1024.36 329.5 15516 16.525 

Skewness 0.906 11.658 4.542 -0.965 -0.706 2.164 0.448 
Kurtosis 9.254 153.164 26.876 19.254 12.364 85.216 5.116 

Source: Author’s computation 

 

                                                           
3 The essence of this transformation is to ensure that the series in the model are stationary, as this is a 
requirement for the non-parametric causality in quantiles test. 
4 The small sample size in this study is based on the intuition that we are using a high frequency (monthly) and 
disaggregated (country level) data. 
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4.0 Results Discussion  
Although the objective of this paper is to examine the non-parametric causality running from 
GPR to T&L stock returns and volatility, for reasons attributed to completeness, we first 
examine the conventional Granger causality test, using VAR(1), whose result is reported in 
Table 2. The choice of the lag length is determined by the Schwarz Information Criterion (SIC) 
and Alkaike Information Criterion (AIC). Nishiyama et al. (2011) also support using the first 
lag.  
 
Summarising the results, there is no evidence of causality between the series. However, the 
extent of the validity of this result is weak. This is not unconnected to the fact that the test is 
based on the mean causality and is not robust to misspecification error. To confirm another 
source of nonlinearity, we use the Brock et al. (1996) BDS tests on the residuals of an AR(1) 
model. The results of this test are shown in Table 3. A close examination of the table 
summarises that the null hypothesis of the residuals at different embedded dimensions is 
rejected at 1% significance level.  
 
 
Table 2: Granger Causality Test 

Country F-Statistic 
Indonesia 1.025 
South Korea 0.366 
China 0.168 
Malaysia 1.049 
India 0.863 
Israel 1.315 

Source: Author’s computation 
Null hypothesis: GPR does not Granger cause T&L stock. 
 
Table 3: BDS Test 

m z-statistic of 
residuals of 
the AR(1) 
model of T&L 
stock returns 

P-value z-statistic of 
residuals of 
the VAR(1) 
model of T&L 
stock returns 

P-value 

2 23.165 0.000 23.014 0.000 
3 29.046 0.000 29.001 0.000 
4 35.154 0.000 34.896 0.000 
5 39.466 0.000 39.234 0.000 
6 42.024 0.000 41.915 0.000 

Note: m stands for the number of (embedded) dimension which embed the time series into m-
dimensional vectors, by taking each m successive points in the series. Value in cell represents BDS z-
statistic corresponding to the null of residuals. 



10 
 

Empirical results for the non-parametric causality-in-quantiles test for stock returns and 
volatility are presented in Table 4. The estimation for the quantile ranges between 0.10 and 
0.90. The statistics depicted in the table are the test statistics for the alternative quantiles of 
the conditional distribution of return and volatility measures. The null hypothesis of non-
causality at that concerned quantile is rejected at a 5% level when the test statistic is above 
the critical value of 1.96.  
 
To recall, we use the three indices of the GPR coined by Caldara and Iacoviello (RISK, THREAT, 
and ACT). We start with the risk element of the index. An overview of Table 4 Panel A shows 
that GPR affects the T&L stock returns of Malaysia, India, and Israel, across the entire 
conditional distribution. This implies that the state of the market conditions (bear, normal, or 
bull) does not affect the GPR’s predictive power on stock returns. However, the significance 
of the model is limited to the mid-quantile range (0.40-0.60) for Indonesia and South Korea. 
This implies that GPR is only effective when the market condition of the T&L stock is in 
moderate and stable states (i.e., neither in bear nor bull states). This finding implies that 
investors require compensation for their investment due to their exposure to the measures 
of risks. Following the asset pricing principle, GPR is a systematic risk factor that drives T&L 
stock returns. Thus, to accurately price the stock, the valuation models should account for the 
influence of GPR. These findings raise questions about the general belief that these assets 
exhibit hedging behaviour during tranquil and turbulent periods. Across the entire 
distribution, insignificant coefficients were reported for China. Results presented thus far are, 
in part, similar to some earlier studies. For instance, Demiralay and Kilincarslan (2019) show 
that GPR does not influence the Asian and Pacific tourism industry; Hassan et al. (2020) reveal 
that geopolitical tensions and uncertainty are good predictors of tourism stocks for Indonesia, 
South Korea, and Israel.  
 
Almost similar results play out for THREAT and ACT components of the index. In essence, the 
relationship between GPR and tourism stocks is not sensitive to the measures of the GPR 
index. A potential explanation could be linked to the fact that theoretical expositions have 
shown that financial assets (tourism stocks inclusive) respond to uncertainty and negative 
news. It can be hypothesized that such reactions do not account for the severity or types of 
such uncertainties. Saying it differently, financial assets will respond to uncertainties 
irrespective of the latter being mild or major. 
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Table 4: Empirical Results 

 Indonesia South Korea China 
Panel A: Mean 
 Risk Threat Act Risk Threat Act Risk Threat Act 
0.10  0.734 0.464 0.447 0.472 0.325 0.237 0.1214 2.034* 0.143 
0.20  0.637 0.565 0.413 0.696 0.456 0.258 0.495 1.995* 0.266 
0.30  0.673 0.729 0.303 6.031* 5.978* 0.973 0.326 2.035* 0.216 
0.40  4.995* 3.020* 3.166* 5.358* 5.319* 3.134* 0.369 1.032 0.314 
0.50  6.195* 3.510* 4.132* 2.332* 2.255* 2.892* 1.147 1.569 0.365 
0.60.  3.984* 2.989* 3.999* 0.979 0.812 2.789* 0.126 1.036 0.411 
0.70  2.142* 2.102* 1.879 1.223 0.827 0.522 0.448 0.668 0.956 
0.80  0.698 0.701 0.498 0.764 0.494 0.360 1.587 0.466 1.035 
0.90  0.179 0.247 0.093 0.480 0.537 0.239 1.859 0.194 0.265 
Panel B: Variance 
0.10  5.150* 5.465* 4.325* 3.326* 4.564* 4.021* 2.033* 3.097* 2.326* 
0.20  4.123* 4.123* 4.452* 3.818* 4.217* 3.436* 1.996* 3.331* 3.021* 
0.30  2.515* 2.376* 2.618* 2.241* 2.004* 1.378 2.065* 2.826* 4.021* 
0.40  0.852 0.778 0.807 0.761 0.565 3.682* 2.214* 2.962* 4.421* 
0.50  0.339 0.323 0.126 0.819 0.779 0.644 2.369* 3.069* 3.032* 
0.60.  0.711 0.839 0.244 1.055 0.792 0.299 2.562* 2.826* 2.811* 
0.70  0.709 0.763 0.394 0.542 0.461 0.342 3.401* 2.963* 2.758* 
0.80  0.631 0.371 0.792 0.484 0422 0.230 3.048* 3.027* 2.135* 
0.90  0.383 0.208 0.527 0.387 0.285 0.216 3.031* 2.825* 1.2265 

Source: Authors’ computation 
Note: * implies the rejection of non-causality at a 5% level. 
 

 
A different scenario is obtained when the volatility of stock is considered. For instance, 
significant results are obtained for the lower quantile of the conditional distribution, ranging 
between 0.10 to 0.30 for both Indonesia and South Korea. The significant effect at lower 
quantiles of the conditional distribution of T&L stocks follows rational intuition, as terrorism 
is expected to affect uncertainty more in this region than at the upper quantiles. However, 
GPR “non-parametrically causes” stock price volatility over the entire conditional distribution 
for the remaining countries under investigation. A comparison of the results from both the 
return and volatility models (Table 4 Panels A and B) shows that GPR has a more pronounced 
effect on the volatility of stock prices. These results are akin to earlier studies (see Bouri et 
al., 2019; Aspergis et al., 2017; and Balcilar et al., 2016 and 2017). The results imply that the 
dynamic between GPR and T&L stocks is enhanced through the volatility channel. Finally, it 
should be mentioned that the volatility of stock prices has negative economic consequences. 
Thus, this negative vibe could be avoided if policy measures take cognizance of incidences 
related to GPR.  
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Table 4: Empirical Results Cont’d 
 Malaysia India Israel 
 Risk Threat Act Risk Threat Act Risk Threat Act 
Panel A: Mean 
0.10 2.000* 2.016* 3.216* 1.956* 0.949 1.998* 2.229* 2.323* 3.321* 
0.20 2.022* 2.021* 3.559* 1.996* 2.001* 2.102* 2.328* 2.512* 3.336* 
0.30 2.036* 2.128* 3.418* 2.016* 0.897 2.210* 2.441* 2.325* 3.458* 
0.40 2.259* 2.416* 3.361* 2.325* 3.202* 2.333* 2.255* 2.465* 3.519* 
0.50 2.326* 2.321* 3.021* 2.411* 3.520* 2.217* 2.742* 2.624* 3.554* 
0.60. 2.696* 2.144* 2.925* 2.515* 2.818* 2.114* 2.958* 2.748* 3.472* 
0.70 2.748* 2.746* 2.988* 2.684* 2.015* 1.879 2.856* 3.031* 3.663* 
0.80 2.305* 3.025* 3.014* 2.554* 1.856 1.658 2.759* 3.332* 3.847* 
0.90 2.029* 2.497* 3.376* 2.026* 1.237 1.745 2.594* 3.410* 3.954* 
Panel B: Variance 
0.10 3.017* 4.165* 3.024* 4.016* 3.255* 2.415* 2.447* 2.985* 3.752* 
0.20 3.165* 4.398* 2.997* 4.032* 3.754* 2.521* 2.745* 2.987* 2.621* 
0.30 3.265* 4.598* 2.996* 3.954* 3.478* 2.014* 2.321* 3.014* 2.441* 
0.40 3.486* 4.448* 3.254* 3.995* 2.590* 1.878 2.411* 3.321* 1.952 
0.50 3.592* 4.559* 3.329* 3.845* 1.568 1.558* 2.236* 3.225* 1.851 
0.60. 2.925* 5.089* 3.016* 4.225* 2.180* 2.654* 2.102* 3.144* 1.523 
0.70 2.748* 5.149* 3.445* 4.025* 1.379 2.771* 2.210* 2.854* 1.428 
0.80 2.519* 5.578* 3.647* 3.563* 0.808 2.844* 2.114* 2.799* 1.033 
0.90 2.613* 4.915* 3.016* 2.025* 0.447 2.697* 1.999* 2.966* 0.325 

Source: Authors’ computation 
Note: * implies the rejection of non-causality at 5% level. 
 
As a robustness check for our results, we use an alternative measure of volatility. Rather than 
using the squared returns, we rely on the univariate GARCH model. There is no noticeable 
difference between these new sets of results and those presented earlier.5 
 
5. Conclusion 
It has been observed that there has been a surge in the wave of geopolitical uncertainty (GPR) 
across the globe, which thus has negative consequences on both financial and 
macroeconomic fundamentals. On the financial fundamentals, GPR has been linked to 
aggregated stock returns. However, a similar linkage using disaggregated stock is missing. To 
fill this perceived gap, the current study examines the relationship between GPR and Travel 
and Leisure (T&L) stocks for six emerging tourist attraction countries (Indonesia, South Korea, 
Malaysia, India, China, and Israel). 
 
Analyses are based on the non-parametric causality-in-quantile method due to its ability to 
misspecification errors and examine causality along tail distributions rather than mean 
distribution. Some interesting results were obtained. We show that Indonesia and South 
                                                           
5 In the interest of brevity, we refrain from presenting these results. They can, however, be made available upon 
request. 
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Korea present weak results, while the reverse is the case for the remaining countries under 
investigation. It is also demonstrated that the volatility model results are more enhanced than 
the return model. The above results are robust to the variant measures of GPR. 
 
There are four important policy implications of our results. First, there is the need to set up 
policies seeking to reduce stock returns volatility. Such policies should include those that aim 
to reduce risk exposure and vulnerability to external shocks. Examples include policies related 
to crisis management response and contingency plans. Also, policies toward enhancing the 
sustainability of the industry should be patronised. Such policies include financial assistance 
to the industry’s participants and post-crisis strategies that will ensure the continuous inflow 
of both tourists and, by extension, investors. Second, the effect of terrorism on tourism is 
dissimilar across countries and quantiles. Hence, investors need to consider country-specific 
cases when making portfolio allocation designs. This seems to suggest that the relationship 
between GPR and T&L is heterogeneous, as confirmed by previous studies (Zopiatis et al., 
2019; Demiralay and Kilincarslan, 2019). For example, Indonesia and South Korea promise to 
be avenues for portfolio diversification when the market condition is non-normal (i.e., bearish 
or bullish). As such, these countries act to provide a safe haven against shocks attributed to 
terrorism. Third, there is the need to stem the attendant effect of market uncertainty in the 
form of high market volatility. Studies have shown that volatility reduces the benefit of 
portfolio diversification. Interestingly, our results support the stance that GPR impacts on 
stock more prominently via the volatility channel. Finally, it is important to account for 
nonlinearity in modelling T&L stocks-GPR nexus across the entire conditional distribution. The 
inability to account for this could result in wrong policy formulation, which could have serious 
negative consequences for both investors and the economy. 
 
The methodology this study relied on is limited in the sense that it only captures relationships 
in a pairwise manner. Future studies could explore other nonlinear models that account for 
nonlinearity and control variables. This will shed light on whether the inclusion of some 
control variables could alter the relationship in the nexus. Also, a comparison analysis 
between developed/emerging and developing countries promises to be an interesting 
research future studies could consider. This will help provide information on the degree of 
susceptibility of the tourism sector to shocks.  
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